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1
MOTION VECTOR INTERPOLATION FOR
MOTION COMPENSATION

BACKGROUND

Frame interpolation creates an image frame from neigh-
boring images. The neighboring images may be fields in an
interlaced video format, used to form a frame of data, or
neighboring frames of a soon-to-be-created frame. Typically,
frame interpolation has the goal of increasing the number of
frames. For example, one may desire to convert from a 24
frame per second rate, such as in film, to 120 frames per
second for a video display device such as a liquid crystal
display.

In the simplest approach, one could increase the frame rate
by repeating the most recent frame until the next frame is
ready for display. However, this does not account for moving
objects which may appear to jump from frame to frame and
have flickering artifacts. Motion estimation and motion com-
pensation techniques may alleviate some of these issues.
These techniques rely upon motion vectors to shift the image
data for the moving object to the correct position in interpo-
lated frames, thereby compensating for the motion of the
object.

In the above example of converting from 24 frames per
second to 120 frames per second, current approaches perform
motion estimation for each interpolated phase. For example,
the process would calculate the motion vector field at phases
0,0.2,0.4,0.6 and 0.8 between the successive input frames to
convert up to 120 frames per second. This consumes both
time and computing resources, making the process slow and
fairly hardware intensive. This becomes even more problem-
atic for higher frame rates, such as 240 frames per second.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a graphical representation of a current
approach to determining motion vector fields for an increase
frame rate.

FIG. 2 shows a graphical representation of an embodiment
of determining motion vector fields for an increased frame
rate.

FIG. 3 shows an embodiment of a processor used for
motion vector interpolation.

FIG. 4 shows a graphical representation of motion vectors
between phases.

FIG. 5 shows a graphical representation of a motion vector
projection and measurement.

FIG. 6 shows a graphical representation of background and
foreground analysis for a cover region.

FIG. 7 shows a graphical representation of background and
foreground analysis for an uncover region.

FIG. 8 shows a graphical representation of background and
foreground analysis in a low frame delay mode.

FIG. 9 shows background and foreground motion vector
analysis in a cover region.

FIG. 10 shows a background and foreground motion vector
analysis in an uncover region.

FIG. 11 shows an example of a region used in determining
a regional background and foreground motion vector.

FIG. 12 shows an expanded embodiment of a motion vec-
tor selection module.

FIG. 13 shows a graphical representation of selection of
background and foreground motion vectors.

FIG. 14 shows a graphical representation of selection of
background and foreground motion vectors in a low frame
delay mode.
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FIG. 15 shows an expanded embodiment of a motion vec-
tor correction module.

FIG. 16 shows a graphical representation of motion vector
correction in a cover region.

FIG. 17 shows a graphical representation of a motion vec-
tor correction in an uncover region.

FIG. 18 shows a graphical representation of a motion vec-
tor correction in a uncover region in a low frame delay mode.

FIG. 19 shows an embodiment of a post processing mod-
ule.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

FIG. 1 shows a conventional frame rate conversion to a
faster frame rate, sometimes referred to as an up conversion.
The illustrated method of FIG. 1 calculates a motion vector
field for each of the indicated phases. This entails a large
number of calculations and additional time. The motion vec-
tor fields are calculated between the previous frame P1, the
current frame CF and the future frame F1 several times.

In contrast, embodiments described here only calculate the
motion vector field for the original frame from the previous
frame and the future frame. As will be discussed in more
detail, the next most previous frame P2 may also be used. As
shown in FIG. 2, the process divides the image into block and
then estimates the motion vector for each block in the current
frame based upon the previous frame, denoting it as the phase
one motion vector (MV) field, such as CFPhaselMV. The
process also estimates the motion vector for each block on the
current frame based upon the future frame, denoting it as the
phase zero MV field, such as CFPhaseOMV. After motion
estimation, each interpolated frame has two MV fields, phase
one MV calculated from the previous frame and phase zero
MYV calculated on the future frame.

FIG. 3 provides an overview of the process of reconstruct-
ing the MV field at the interpolated phase for frame rate up
conversion. The modules of FIG. 3 may consist of software
modules running on a processor, hardware circuitry for each
module or group of modules, or a mixture. Generally, the
candidate selection module 301 receives the MV fields being
used for a particular block in the current frame, such as
P1PhaseOMYV, as well as the phase plane correlation motion
vector (PPCMV). The module then selects a number of can-
didate motion vectors. In this current embodiment, the mod-
ule selects 8 candidate motion vectors.

Modules 302 and 304 project the candidate motion vectors
to the zero and one phase MV fields and then get a measure-
ment for each candidate. Using block-level analysis, dis-
cussed in more detail below, module 303 selects the closest
candidate from the number of candidate motion vectors and
performs cover/uncover detection. Cover/uncover detection
involves determining the regions, if any, in which a moving
object either covers something that was previously uncov-
ered, or uncovers background that was previously covered.
The regions in which this occurs are referred to as occluded
regions. The MV for these regions may need correction to
account for the motion, performed by module 305 in this
embodiment. Module 306 analyzes the regional background
and foreground MVs, and module 307 performs post-pro-
cessing and refinement for the output MV, the background
MYV, a confidence measure of the occlusion determination and
a confidence measure of the foreground/background detec-
tion result. The selected interpolation motion vector is then
used to interpolate intermediate frames between the previous



US 9,357,161 B1

3

frame and the next frame, where the number of intermediate
frames depends upon the conversion from the first rate to a
faster frame rate.

As mentioned above, the MV interpolation between the
previous frame P1 and the current frame CF may occur in one
of two modes. In a normal mode, the process uses
P1Phase1 MV, P1PhaseOMYV, CFPhaseIMV and
CFPhaseOMV. In a low frame delay mode, the process uses
P2PhaseOMYV, P1Phase1MYV, P1PhaseOMV and
CFPhaselMV. The low frame delay mode has less delay
between the input and the display of an image frame because
it does not have to wait for the future frame to arrive. In
normal mode, the future frame is used for CFPhaseOMV.

The process has different strategies for occluded regions
and normal regions. By checking the MV field, occluded
regions can be detected. FIG. 4 shows an example of occluded
and normal regions. In FIG. 4, blocks B, C and D, E are in the
normal region. In the normal region, the motion vectors from
P1PhaseOMY, such as those projected from blocks C and E hit
at blocks B and D in CFPhaselMV. The motion vectors
projected in the opposite direction ‘match’ in that the motion
vector from B projects to C and the motion vector from D
projects to, or ‘hits,” block E. These may be referred to as
‘double confirmed.” All of the motion vectors in the gray
region surrounding blocks D and E are double confirmed.

However, if one looks at blocks F and A, one can see the
issue. Block A has a motion vector that projects to block B in
CFPhasel MV, but block B’s motion vector projects to C. The
object shown around block A has moved to the position sur-
rounding block F. Similarly, the motion vector of block F
projects to block G in P1PhaseOMV, but block G’s motion
vector projects in a different direction, not towards block F.
The motion vectors for blocks G and B may be referred to as
a ‘hit’ MV. These regions may be occluded regions, as further
processing will determine.

To quantify the difference between the current MV and the
hit MV in the other phase, the process has defined a measure-
ment:

P1PhaseOMV [4].mvdiff=abs(P1PhaseOMV[4].x—
CFPhasel1MV[B].x)+abs(P1PhaseOMV[4].y—
CFPhaseIMV[B].y)

In this measurement, B is the hit block by MV of block A.
A small mvdiff value means that the motion vector in one
phase and its projected motion vector in the other phase are
close to each other and double confirmed. A large mvdiff
value means they cannot match. The mvdiff value will be
small for normal regions, and large for occluded regions. At
the same time, the process can use the mvdiff value to mea-
sure the reliability of the MV, an MV with smaller mvdiff will
be more reliable. Also, in MV interpolation the sum absolute
difference (SAD) value provides a measure of the reliability
of the MV. It measures the sum absolute difference of two
matching blocks according to the MV.

Returning to the selection of candidate motion vectors, one
could project all of the MVs of P1PhaseOMV and
CFPhasel MV to the interpolated phase and select the one
having the closest one of some sort of measurement. How-
ever, because of the occlusion problem, it may cause a hole in
the MV field because some blocks in the interpolated phase
may not be hit by an MV. In one embodiment, the process
selects 8 candidate motion vectors for a block. The process
selects the candidates to ensure coverage of different kind of
MVs.

The candidate motion vectors will be noted as cand_mv[i],
where iin this instance is from 0-7. First, two spatial MV, the
MVs of top left and top right block of current block from the
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4

current phase were selected. Since the current block and its
spatial neighbor blocks may belong to same object. Two MVs
from the regional background/foreground MV are selected if
the regional MV is reliable. The process then selects two MV's
from the corresponding block in P1PhaseOMV and
CFPhaselMV. Finally, two MVs are selected from
P1PhaselMV, also referred to as PlBakMV, and
CFPhaseOMYV, also referred to as CFBakMYV, in correspond-
ing 3x3 blocks. The 3x3 blocks have maximal difference with
the MV from P1PhaseOMV and CFPhaselMV.

In the low frame delay mode CFPhaseOMYV is not avail-
able, so the last candidate motion vector is selected from
P1PhaseOMYV that has the maximal difference from the other
MYV from that phase.

After selection of the candidate motion vectors, the simi-
larity between them is determined. If necessary, the process
will replace those that are too similar to other candidates with
the PPCMV. In one embodiment the PPCMV may be two
dominant MV from a current phase plane correlation block.

All of the candidate MV's will project to the P1PhaseOMV
and CFPhasel MYV fields to check their fitness at the current
block by module 302 from FIG. 3. Referring to FIG. 5, the
block A in the interpolated phase MV field uses its i-th can-
didate MV, cand_mv[i] to project to the two phases. In the
example, the MV from A hits block B in P1PhaseOMV and
block C in the CFPhase 1MV field. B may not align with block
grid, as shown to the right, and may consist of portions of
blocks B0, B1, B2 and B3. By performing bilinear interpola-
tion, the process can get B’s MV with neighboring four
blocks” MV, and label this MV with hitmv_pl[i]. At the same
time, the process compares the difference of hitmv_pl[i] with
i-th candidate MV cand_mv([i] and finds the hit distance:

hitdist_plfi]=abs(cand_mv[i].x=hitmv_plfi].x)+
abs(cand_mv[i].y-hitmv_plfi].y).
With the same technique, the process can get the hit MV in
CFPhaselMV and MV difference hitmv_cf]i] and hitdist_cf
[i].

In module 306, the process analyzes the regional back-
ground and foreground. First, each block in the P1PhaseOMV
and CFPhaselMYV fields are analyzed to check whether a
stable background/foreground MV can be found. Second,
each block in the IMV field is analyzed to complement the
detection in the P1PhaseOMV and CFPhaselMYV fields. All
the detected background/foreground MV are stored into a
buffer for regional background/foreground MV calculation.
After the above analyses, the process divides the frame into
several regions and calculate the average background/fore-
ground MV for each region as the regional background/fore-
ground MV. Background/foreground MV detection only
occurs when a new frame appears. The regional background
and foreground MV is butfered and only updated when a new
frame flag is detected.

As mentioned above, the process performs an analysis of
the background/foreground information in P1PhaseOMV and
CFPhaselMV field, as shown in FIG. 6. For every block in
P1PhaseOMYV field such as Block A, the process gets two
motion vectors MV1 and MV2 from P1PhaselMV and
P1PhaseOMYV separately. If MV2.mvdiff is much larger than
MV 1.mvdiff, Block A is considered to be in a candidate cover
region and take MV1 as a candidate background MV.

MV?2 at this point is assumed to be wrong and because
different areas of the same object are usually more similar
than areas between the background and foreground, it is
therefore more likely that MV2 points to a portion of the
background than the foreground. To confirm this the process
compares MV1 and MV4 to see if they are similar. The
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process uses the assumed correct MV for the background to
project to block B and check to see if the MV for that block
(MV3) is consistent with a foreground MV by comparing to
MVS5.

To confirm whether MV1 is a stable background MV, the
process uses the following MVs to check it, referring to FIG.
6. MV1 projects from block A to CFPhase 1MV and gets MV3
at block B. MV3 projects from block A to CFPhaselMV and
gets MV4 at block C. MV3 projects from block B to
P1PhaselMV and get MVS5 at block D. This leads to the
following calculations:

dist_t0=abs(MV1.x-MV3.x)+abs(MV1.y-MV3.y);
dist_t1=abs(MV3.x-MV35.x)+abs(MV3.y—-MV5.y);

dist_22=abs(MV1.x-MV4.x)+abs(MV1.y—-MV4.y);

MV1 is designated as a stable background MV if following
criteria are met:

dist_t0>2*max(dist_t1+dist_t2, THR1);

MV1.mvdiff<THR2;

MV2.mvdiff>MV1.mvdiff+THR3;

MV1.sad<=min(1,MV2.sad);

max(MV3.mvdiff, MV5.mvdiff)<THR4.

MV3 is then taken as the stable foreground MV. The back-
ground and foreground MV’ are then stored in a buffer in the
block A position of the background/foreground MV buffer as
shown in FIGS. 6 and 3. The process also sets a flag to indicate
that the background/foreground is found in the block A posi-
tion.

For the cover situation, since the CFPhaseOMYV field is not
used, the process is the same between the normal mode and
the low frame delay mode. For normal mode in uncover
situation, process is similar to the cover regions. Referring
now to FIG. 7, for every block in the CFPhaselMV field
(Block A), the process will check whether the detection flag is
set at the position A during the cover analysis. If so, the
process continues to the next block.

If the flag is not set, the process continues on to get two
motion vectors in the CFPhaseOMV and the CFPhaselMV as
MV1 and MV2 shown in FIG. 7. If MV2.mvdift is much
larger than MV 1.mvdiff; the process considers the Block A to
be in a candidate uncover region and takes MV1 as a candi-
date background MV. Confirmation of MV1 as a stable back-
ground MV uses the following MVs. MV1 projects from
block A to P1PhaseOMV and gets MV3 at block B. MV3
projects from block A to P1PhaseOMV and gets MV4 at block
C. MV3 then projects from block B to CFPhaseOMYV and gets
MVS5 at block D.

The confirmation logic is the same as cover situations. If
the background/foreground MV is confirmed, the process
will also save the background/foreground MV in the block A
position of the buffer and set a flag to indicate background/
foreground is found in the A position.

In the low frame delay mode, CFPhaseOMV is not avail-
able. In this condition, the strategy for background/fore-
ground MV detection in the uncover situation differs. FI1G. 8
shows the details. The only difference lies in the background/
foreground detection in the P2PhaseOMYV, P1PhaseOMYV,
P1Phase1MYV fields in low frame delay mode.

After the process analyzes the background/foreground MV
in P1PhaseOMV and CFPhasel MV fields, it also analyzes the
IMV. Background/foreground analysis in IMV complements
the analysis in the P1PhaseOMV and CFPhaselMV fields
which means, for each block in IMV, the process will first
check the background/foreground buffer and the state of the
detection flag, if it is already set at the position of current
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block during the analysis in P1PhaseOMV and CFPhase 1MV
fields. If the flag is not set at the block, the process continues
to analyze the block in the IMV. Otherwise, the process con-
tinues to check the next block in the IMV.

FIG. 9 illustrates the background/foreground MV analysis
in the cover region (kocc>0). The kocc value comes from
module 303 in FIG. 3. The detection at block A in IMV is
based on P1PhaseOMYV, P1PhaselMV and CFPhaselMV.
First the process searches a cand_mv[bg_index] by finding a
cand_mv[bg_index] closer to hitmv_plbak[bg_index], where
hitmv_plbak[bg_index] differs from hitmv_cf[bg_index].

To select the best one from eight candidate MV, the pro-
cess defines the following values for each candidate MV:

dist_t0[k]=abs(cand_mv[k].x-hitmv_plbak[k].x)+
abs(cand_mv[k].y-hitmv_plbakfk].y);

dist_z1[k/=abs(hitmv_plbak[k]x-hitmv_cf{k].x)+
abs(hitmv_plbak{k].y-hitmv_cf{5].y); and

bgmveost[k]=dist_t1[k]-dist_t0[k].

The process selects the one with maximal bgmvcost value
as the candidate background MYV, and labels the index a
bg_index. The process then checks it again according to the
mvdiff value to make sure the background and foreground
MYV are reliable ones. If following conditions met, the process
takes block B’s MV (hitmv_plbak[bg_index]) as the back-
ground MV and take block C’s MV (hitmv_ci]bg_index]) as
the foreground M. These are then saved in the same position
as block A in the background/foreground MV buffer and a
flag is set to indicate that the background/foreground MV is
found. The conditions are:

hitmv_plfbg_index].mvdiff>hitmv_plbak
[bg_index].mvdiff+7HR1;

hitmv_plfbg_index].mvdiff>hitmv_cf
[bg_index].mvdiff)+7HR]1;

hitmv_plbakfbg_index].mvdiff<THR?2;
hitmv_c¢ffbg_index].mvdiff<7HR2; and

bgmveost[bg_index|>THR3.

FIG. 10 illustrates the background/foreground MV analy-
sis in the uncover region (kocc<0). The detection at block A in
IMV is based on Pl1PhaseOMV, CFPhaselMV and
CFPhaseOMV. The process searches for a cand_mv[bg_in-
dex] that is hitmv_cfbak[bg_index], where hitmv_cfbak
[bg_index] differs from hitmv_pl[bg_index]. To select the
best one from eight candidate M Vs, the process defines the
following values for each candidate MV:

dist_t0[k]=abs(cand_mv[k].x+hitmv_cfbak{k].x)+
abs(cand_mv[k].y-hitmv_cfbak[k].y);

dist_z1[k/=abs(hitmv_cfbak[k].x-hitmv_plfk].x)+
abs(hitmv_cfbak{kjy.~hitmv_plfk].y); and

bgmveost[k]=dist_t1[k]-dist_t0[k].

The process selects the one with maximal bgmvcost value
as the potential background MV, and labels the index with
bg_index. The process then checks it again according to the
mvdiff value to make sure the background and foreground
MYV are reliable MV. If the following conditions are met, the
process takes block B’s MV (hitmv_cfbak[bg_index]) as the
background MV and take block C’s MV (hitmv_pl[bg_in-
dex]) as the foreground MV. The process then saves them in
the same position as block A in the background/foreground
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MYV buffer and sets a flag to indicate the background/fore-
ground MV is found. The conditions are:

hitmv_¢ffbg_index].mvdiff>hitmv_cfbak
[bg_index].mvdiff+7HR1;

hitmv_¢ffbg_index].mvdiff>hitmv_p!
[bg_index].mvdiff)+7HR1;

hitmv_efbak{bg_index].mvdiff<7HR2;
hitmv_plfbg_index].mvdiff<7HR2; and

bgmyeost[bg_index|>THR3.

In one embodiment THR1, THR2 and THR3 are set empiri-
cally.

In low frame delay mode, the CFPhaseOMV is not avail-
able. The process does not perform the background/fore-
ground MV detection in the uncover region of IMV. The
detection in cover region is the same as the normal mode.

After the background/foreground  analysis in
P1PhaseOMYV and CFPhase1MV and IMV fields, the process
calculates the regional background/foreground MV for the
whole image as shown in FIG. 11.

The process divides the whole image into some regions by
equally dividing the height and width of the image. The
number of regions can be from 2*2 to 16*16. For each region,
the process accumulates all background/foreground MVs that
are detected above in a larger region, referred to as the over-
lapped region, which is two times higher and wider than the
original part. For example, for region A, the process accumu-
lates the detected background/foreground MV in the shaded
region, the overlapped region.

To accumulate the detected background/foreground MVs,
the process checks the background/foreground buffer, if the
detection flag is set for a block in the overlapped region, the
background/foreground MV stored at the block will be accu-
mulated. The average value of all the detected background/
foreground MV in the overlapped region is calculated as
regional background/foreground MV for the current region.

Returning to FIG. 3, once the process acquires the hit
distance and hit MVs from each candidate in module 302, and
the regional background/foreground MV, it then selects the
best MV. The best MV in this embodiment is that which has
the minimal hit distance in module 303. The process also
encourages selection of the foreground MV according to the
regional foreground/background information, the encourage-
ment involves a weighting.

FIG. 12 shows a portion of the apparatus from FIG. 3, with
an expanded embodiment of the MV Selection module 303.
Module 601 calculates the blending weight kl used to blend
hitdist_pl[i] and hitdist_cf]i]. The process calculates the
minimal hit distance in the P1 and CF sides respectively, and
gets mindist_pl and min_dist_cf.

mindist_p/=min(hitdist_pifi],ie/0,7]);

mindist_¢f~min(hitdist_cf¥i/,ie/0,7]).

The process then gets a weight kl according to mindist_pl and
mindist_cf. The kl value will be sent to module 602.

Module 602 calculates the weighted hit distance as follow-
ing for each candidate MV:

weightdist[{]=hitdist_p!/i]+(64—kI)* (hitdist_cffi]-
hitdist_pl/i])/64.

The module then selects the candidate which has the minimal
weightdist as the first_mv, and the index for this candidate is
labeled as 1.
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Module 603 selects another MV from the eight candidates
that meets the conditions of being different from first my, and
has a small hit distance with P1PhaseOMV or/and
CFPhase1 MV, or close to hitmv_pl[1%] or hitmv_c1]1%*]. The
selected MV in module 603 is denoted with second_mv, and
the index for this candidate MV is labeled as 2.

Module 604 determines the confidence for cover/uncover
(Kocc) according to the mvdift value of first_ mv and sec-
ond_mv. The first and second MV are selected according to
weightdist, to protect the foreground object. Module 605
encourages selection of the foreground MV according to
regional background/foreground analysis result described
previously. The process first checks if the current block
belongs to which region and gets the corresponding regional
background/foreground MV as regbg_mv and regfg_mv. The
process then separately calculates the distance between first/
second MV and regional background/foreground MV as fol-
lows:

dist_lsz_regfe=(abs(first_mv.x—regfg_mv.x)+
abs(first_mv.y—regfe_mv.y));

dist_2nd_regfg=(abs(second_mv.x—regfg mv.x)+
abs(second_mv.y-regfg_mv.y));

dist_lsz_reghg=(abs(first_mv.x—reghg mv.x)+
abs(firstmv.y—reghg_mv.y)); and

dist_2_nd_regbg=(abs(second_mv.x-reghg_mv.x)+

abs(second_mv.y-reghg mv.y)).

The process then calculate a penalty for first MV or second
MYV depending upon which is closer to regional background
MV. If (dist_1st_regbg<dist_2nd_regbg) that means first MV
is closer to the regional background MV, then process
increases the weightdist of first MV by reg_penalty_1st=max
(0, min(63, dist2nd_regbg)-2*max(dist_1st_regbg,
dist_2nd_regfg/4)). Otherwise, if the second MV is closer to
regional background MYV, the process will increase the
weightdist of second MV by reg_penalty_2nd=max(0, min
(63, dist_1st_regbg)-2*max(dist_2nd_regbg,
dist_1st_regfg/4)). The above formula encourages the MV
that is close to regional foreground MV and far from regional
background MV.

After adding a penalty to the MV that is closer to the
background regional MV, the process further checks whether
a block in IMV is a foreground object by performing cover/
uncover region analysis. For block A in IMV shown in FIG.
13, the process first selects from between the first MV and the
second MV the one that is closer to the regional background
MYV as bgmv and the one closer to regional foreground MV as
fogmv.

In normal mode, the process first hits from block A using
fgmv to block B in P1PhaseOMYV, and then hits from block B
using bgmv to block D in CFPhasel MV/CFPhaseOMV and
gets MV3, MV4. The process is similar at the other side and
results in MV1, MV2 at block E in P1PhaseOMV/
P1PhaselMV.

After acquiring MV1-4 in FIG. 13, the process calculates
the following penalty:

bgpen_pl=max(MV1.mvdiff:2*MV2.mvdiff,
MV1.sad-2*MV2.sad); and

bgpen_cf~max(MV3.mvdiff-2*MV4.mvdiff,
MV3.sad-2*MV4.sad).
The large value of the bgpen_pl and bgpen_ct indicates that
block D and block E is in cover/uncover region and block A is
in foreground region. This results in increasing the weightdist
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of bgmv described above according to bgpen_pl and
bgpen_cf value to encourage the foreground MV.

For low frame delay mode, the CFPhaseOMYV is not avail-
able, so the MV3 and MV4 should be obtained in a different
way as shown in FIG. 14. In low frame delay mode, the
process first hits from block A using fgmv to block B in
P2PhaseOMYV, and then hits from block B using bgmv to
block D in P1Phase1 MV/P1PhaseOMYV and gets MV3, MV4.
The following processes are the same as in the normal mode.
After the above adjustment, the one with minimum weight-
dist value will be selected as select_mv. The index for the
selected MV is labeled as min_index.

To improve the MV quality in occluded region, module 305
from FIG. 3 does MV correction based on the hit MVs.
Module 305 uses background MV from P1Phase1 MV, when
current block belongs to cover region, or from CFPhase1MV,
when current block belongs to uncover region, to replace the
current MV. Module 304 will project the eight candidate MV's
to MV fields of P1Phasel1 MV and CFPhaseOMYV, and gets the
hit MVs and hit distance.

Module 701 selects the potential background MV for MV
correction in cover/uncover region. If current block belongs
to a cover region (kocc>0), then the module selects the one
which has the minimal hitdist_plbak as the potential back-
ground MV. Otherwise, if kocc<0, in normal mode the mod-
ule selects the one which has the minimal histdist_cfbak as
the potential background MV. In low frame delay mode, the
module selects the one that is closest to the regional back-
ground MV as the potential background MV because the
CFPhaseOMV motion field is unavailable. The process labels
the index for the potential background MV as index_bak.

Module 702 replaces the cand_mv[min_index ]| with cand_
mv[index_bak] when current block belongs to cover/uncover
region, as shown in FIG. 16 as MV correction in cover region
(kocc>0). In anideal cover region of FIG. 16, the module uses
the background MV, either cand_mv|[index_bak]| or hitmv_
plbak|index_bak], as the selected MV to do MV correction
when following conditions are met. The M Vs at the block hit
by cand_mv[min_index] on P1BakMV hitmv_plbak[min_
index] and CFPhasel MV hitmv_ci{[min_index] are close to
background MV, hitmv_plbak[index_bak]. Also, the hit MV
on P1PhaseOMV hitmv_pl[min_index] differs from those
two MVs, hitmv_plbak[min_index] and hitmv_cf[min_in-
dex].

The other condition is that the mvdiff value of hitmv_plbak
[min_index], hitmv_plbak[index_bak]| and hitmv_cf[min_
index] are all smaller than the mvdiff value of hitmv_pl[min_
index]. This means that those MVs are more reliable than
hitmv_pl[min_index].

In an ideal uncover region, shown in FIG. 17, the process
uses the background MV (cand_mv|[index_bak] or hitmv_cf-
bak[index_bak]) as the selected MV to do MV correction
when the MVs at the block hit by cand_mv[min_index| on
CFBakMYV hitmv__cfbak[min_index] and P1PhaseOMYV hit-
mv_pl[min_index] are close to background MV hitmv_ctbak
[index_bak]. The hit MV on CFPhasel MV hitmv_c{[min_in-
dex] differs from those two MVs hitmv_ctbak[min_index]
and hitmv_pl[min_index].

The other condition is that the mvdiff value of hitmv_ctbak
[min_index], hitmv_cfbak[index_bak]| and hitmv_pl[min_
index] are all smaller than the mvdiff value of hitmv__
cf[min_ index]. This means that those MVs are more reliable
than hitmv_cflmin__index].

In the low frame delay mode for an ideal uncover region,
CFPhaseOMYV is not available. The MV correction strategy
for cover cases is the same, but the strategy for uncover cases
is different as illustrated in FIG. 18. The process also uses the
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10
background MV cand_mv[index_bak] as the selected MV to
do MV correction when following conditions are met:
hitdist_pl[min_index]|>THR;

hitmv_pl[min_index] is closer to regional background MV
than cand_mv|[min_index]; and

Mvdiff value of hitmv_plbak|min_index] and hitmv_cf
[min_index] are both larger than the mvdiff value of hitmv_pl
[min_index].

Some optional post processing modules may achieve better
frame interpolation results as illustrated in FIG. 19. Module
806 low-pass filters the kocc value and gets the kbg value
which will be regarded as confidence of background MV in
frame interpolation.

Module 808 smoothes the background/foreground MV ina
large window to make the result more stable. The module
calculates the distance between each selected MV in a 5x5
window and the regional background/foreground MV. The
module classifies them into two classes according to whether
the MV is closer to regional background MV or regional
foreground MV. Finally the module separately calculates the
average value of the two classes as the smoothed background
MYV and foreground MV.

Module 809 and 310 do some operations to smooth the
result of the kocc value. The kocc value was first enlarged
with a 1x3 dilation operation, then low pass filtered by a 3x3
window.

Module 811 did median filtering in 3*3 window for the
output MV of unstable blocks that have a large hit distance on
P1 side or CF side. Module 812 refines kocc value according
to the regional background and foreground MVs. If the
selected MV is close to the regional foreground MV and far
from regional background MV, the module will decrease its
kocc value because a foreground block should not have koce
value.

After the above post-processing, the final output of module
307 includes select_mv, bg_mv, kocc and kbg. These outputs
may be provided to a frame interpolation process such as that
setoutin U.S. patent application Ser. No. 12/970,822, “Frame
Interpolation Using Pixel Adaptive Blending.” The end result
is a video display stream with a faster frame rate and higher
number of frames than the original stream.

Thus, although there has been described to this point a
particular embodiment for a method and apparatus for inter-
polating motion vectors for use in frame rate up conversion, it
is not intended that such specific references be considered as
limitations upon the scope of this invention except in-so-far as
set forth in the following claims.

What is claimed is:
1. A method of performing motion compensation, compris-
ing:

dividing image data in a current frame and a previous frame
into blocks of pixels;

generating a set of motion vectors and block-level statistics
for the blocks in the current frame and the previous
frame;

identifying a set of candidate motion vectors for each block
in an intermediate frame from the set of motion vectors,
using block-level data only from the previous frame and
the current frame;

performing block-level analysis of the statistics for each
candidate motion vector from the set of candidate
motion vectors for each block, wherein block-level
analysis includes determining if any candidate motion
vectors are approximately equal to other candidate
motion vectors, and replacing one of the candidate
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motion vectors approximately equal to another candi-
date motion vector with a phase plane correlation
motion vector;

selecting an interpolation motion vector for each block

from the set of candidate motion vectors using results of
the block-level analysis; and

using the interpolation motion vector for each block to

interpolate the block of the intermediate frame between
the previous frame and the current frame, wherein a
number of intermediate frames depends upon a conver-
sion from a first frame rate to a faster frame rate.

2. The method of claim 1, wherein identifying the set of
candidate motion vectors comprises selecting motion vectors
from a region around the current block in the interpolated
frame.

3. The method of claim 1, wherein identifying the set of
candidate motion vectors comprises including at least one
phase plane correlation generated motion vector.

4. The method of claim 1, wherein selecting an interpola-
tion motion vector comprises selecting a candidate motion
vector with a minimal difference to a motion vector from the
set of motion vectors from the previous frame and the current
frame.

5. The method of claim 4, wherein selecting a candidate
motion vector with a minimal difference comprises selecting
a candidate motion vector that has a minimal hit distance
between a projection of the candidate motion vector to ablock
in adjacent frames and a motion vector for the block, wherein
the adjacent frames consist of the current frame and the pre-
vious frame.

6. The method of claim 5, wherein the hit distance includes
distances from both adjacent frames.

7. The method of claim 5, wherein the hit distance includes
a sum of absolute differences derived for the block.

8. The method of claim 5, wherein the motion vector for the
block is derived from motion vectors for four closest blocks to
the where the selected motion vector hits the previous or
current frame.

9. The method of claim 1, further comprising selecting a
second interpolation motion vector.

10. The method of claim 9, further comprising determining
which of the interpolation motion vector and the second inter-
polation motion vector is closer to a background motion
vector.

11. The method of claim 10, further comprising determin-
ing if the interpolated block is in a cover/uncover region, and
if the block is not in the cover/uncover region, increasing a hit
distance for the labeled background motion vector.

12. The method of claim 11, further comprising replacing
the interpolation motion vector with one of either a motion
vector from the cover/uncover region or an additional motion
vector if the motion vector from the cover/uncover region is
more reliable.

13. The method of claim 10, wherein labeling as a back-
ground motion vector comprises:

comparing a motion vector for the interpolated block that

points back to the previous frame and a motion vector for
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the interpolated block that points forward to the current
frame to find a difference between them; and

labeling one of the two motion vectors as the background

motion vector depending upon the difference.

14. The method of claim 13, further comprising determin-
ing a stability of the background motion vector.

15. The method of claim 14, wherein the interpolated block
is labeled to indicate whether the block has a stable back-
ground or foreground motion vector.

16. A method of determining background and foreground
motion vectors for a block in an interpolated frame, compris-
ing:

comparing a first motion vector for the block in the inter-

polated frame that points to a previous frame to the
interpolated frame to a second motion vector that points
to a next frame to the interpolated frame to produce a
difference, wherein the first and second motion vectors
are derived only from data in the previous and next
frames;

designating one of the first and second motion vectors as a

background motion vector and the other as a foreground
motion vector depending upon the difference;
using the background motion vector and the foreground
motion vector to select a motion vector for the block;

dividing the interpolated frame into regions comprised of
at least portions of several blocks and the analyzing the
foreground and background motion vectors for each
block in the interpolated frame to provide regional back-
ground and foreground motion vectors; and

storing the background motion vector and the foreground

motion vector for the block with a designation for the
block.

17. The method of claim 16, further comprising:

determining a stability of the background and foreground

motion vectors by projecting the background and fore-
ground motion vectors to the previous frame and the
next frame;

calculating the difference between the projections; and

comparing the difference to a threshold such that if the

difference is less than a threshold, the background and
foreground vectors are stable.

18. The method of claim 17, wherein the block is labeled to
indicate the stability of the foreground and background
motion vectors.

19. The method of claim 16, wherein the regions overlap.

20. The method of claim 16, wherein analyzing the fore-
ground and background motion vectors for each block com-
prises taking an average of foreground and background
motion vectors for blocks having stable foreground and back-
ground motion vectors.

21. The method of claim 20, wherein the average is a
weighted average.

22. The method of claim 21, wherein the weighted average
is based on the stability of the block motion vectors.

23. The method of claim 20, wherein the weighted average
is based only on stable foreground and background motion
vectors.
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IN THE SPECIFICATION

Column 4, line 30, the word “hitmv_pl[i]” should be replaced with --hitmv_p1[i]--

Column 4, line 31, the word “hitmv_pl[i]” should be replaced with --hitmv_p1[i]--

Column 4, line 33, the word “hdist_pl[i]” should be replaced with --hdist_p1[i]--

Column 4, line 33, the word “hitmv_pl[i]” should be replaced with --hitmv_p1[i]--

Column 4, line 34, the word “hitmv_pl[i]” should be replaced with --hitmv_p1[i]--

Column 6, line 10, the word “hitmv_plbak[bg_index]” should be replaced with
--hitmv_p1bak[bg_index]--

Column 6, line 11, the word “hitmv_plbak[bg_index]” should be replaced with
--hitmv_p1bak[bg_index]--

Column 6, line 15, the word “hitmv_plbak[k]” should be replaced with --hitmv_p1bak[k]--
Column 6, line 15, the word “hitmv_plba-k[k]” should be replaced with --hitmv_p1bak[k]--
Column 6, line 18, the word “hitmv_plbak[k]” should be replaced with --hitmv_p1bak[k]--
Column 6, line 19, the word “hitmv_plbak[k]” should be replaced with --hitmv_p1bak[k]--
Column 6, line 20, the word “hitmv_cf[5].y” should be replaced with --hitmv_cf]k].y--
Column 6, line 26, the word “hitmv_plbak[bg_index]” should be replaced with
--hitmv_p1bak[bg_index]--

Column 6, line 32, the word “hitmv_plbak[bg_index]” should be replaced with
--hitmv_p1bak[bg_index]--

Column 6, line 32, the word “hitmv_plbak[bg_index]” should be replaced with
--hitmv_p1bak[bg_index]--

Column 6, line 34, the word “hitmv_plbak[bg_index]” should be replaced with
--hitmv_p1bak[bg_index]--

Column 6, line 36, the word “hitmv_plbak[bg_index]” should be replaced with
--hitmv_p1bak[bg_index]--

Column 6, line 49, the word “hitmv_pl[bg_index]” should be replaced with --hitmv_p1[bg_index]--
Column 6, line 53, the word “hitmv_cfba-k[k].y” should be replaced with --hitmv_cfbak[k].y--
Column 6, line 55, the word “hitmv_pl[k].x” should be replaced with --hitmv_p1[k].x--
Column 6, line 56, the word “hitmv_pl[k].y” should be replaced with --hitmv_p1[k].y--
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Column 6, line 65, the word “hitmv_pl[bg_index]” should be replaced with --hitmv_p1[bg_index]--
Column 7, line 7,8, the word “hitmv_pl[bg_index].mvdiff” should be replaced with
--hitmv_p1[bg_index].mvdiff--

Column 7, line 11, the word “hitmv_pl[bg_index].mvdiff” should be replaced with
--hitmv_p1[bg_index].mvdiff--

Column 7, line 50, the word “kI” should be replaced with --k1--

Column 7, line 55, the word “hitdist_pl[i]” should be replaced with --hitdist_p1[i]--
Column 7, line 55, the word “mindist_pI” should be replaced with --mindist_p1--

Column 7, line 57, the word “mindist_pI” should be replaced with --mindist_p1--

Column 7, line 57, the word “hitdist_pl[i]” should be replaced with --hitdist_p1[i]--
Column 7, line 58, the word “kI” should be replaced with --k1--

Column 7, line 58, the word “mindist_pI” should be replaced with --mindist_p1--

Column 7, line 59, the word “kI” should be replaced with --k1--

Column 7, line 63, the word “hitdist_pl” should be replaced with --hitdist_p1--

Column 7, line 63, the word “64+kl” should be replaced with --64+k1--

Column 7, line 64, the word “hitdist_pl” should be replaced with --hitdist_p1--

Column 8, line 2, the word “from first my” should be replaced with --from first_mv--
Column 8, line 4, the word “hitmv_pl” should be replaced with --hitmv_p1--

Column 8, line 26, the word “firstmv.y” should be replaced with --first_mv.y--

Column 8, line 60, the word “bgpen_pl=max” should be replaced with --bgpen _p1=max--
Column 8, line 65, the word “of the bgpen_pl and” should be replaced with --of the bgpen_p1 and--
Column 9, line 1, the word “according to bgpen_pl” should be replaced with --according to
bgpen_pl--

Column 9, line 24, the word “hitdist_plbak™ should be replaced with --hitdist_p1bak--
Column 9, line 36, 37, the word “hitmv_plbak™ should be replaced with --hitmv_p1bak--
Column 9, line 39, the word “hitmv_plbak™ should be replaced with --hitmv_p1bak--
Column 9, line 41, the word “hitmv_plbak™ should be replaced with --hitmv_p1bak--
Column 9, line 42, the word “hitmv_pl[min_index]” should be replaced with --hitmv_p1[min_index]--
Column 9, line 43, the word “hitmv_plbak™ should be replaced with --hitmv_p1bak--
Column 9, line 45, the word “hitmv_plbak™ should be replaced with --hitmv_p1bak--
Column 9, line 45, the word “hitmv_plbak[index_bak]” should be replaced with
--hitmv_p1bak[index_bak]--

Column 9, line 47, the word “hitmv_pl” should be replaced with --hitmv_p1--

Column 9, line 49, the word “hitmv_pl” should be replaced with --hitmv_p1--

Column 9, line 55, the word “hitmv_pl” should be replaced with --hitmv_p1--

Column 9, line 58, the word “hitmv_pl” should be replaced with --hitmv_p1--

Column 9, line 60, the word “hitmv_pl” should be replaced with --hitmv_p1--

Column 10, line 3, the word “hitdist_pl” should be replaced with --hitdist_p1--

Column 10, line 4, the word “hitmv_pl” should be replaced with --hitmv_p1--

Column 10, line 6, the word “hitmv_plbak™ should be replaced with --hitmv_p1bak--
Column 10, line 7, the word “hitmv_pl” should be replaced with --hitmv_p1--



